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Abstract The diurnal cycles of surface energy fluxes are important drivers of atmospheric boundary layer
development and convective precipitation, particularly in regions with heterogeneous land surface
conditions such as those under the influence of the North American monsoon (NAM). Characterization of
diurnal surface fluxes and their controls has not been well constrained due to the paucity of observations in
the NAM region. In this study, we evaluate the performance of the uncoupled WRF-Hydro modeling system in
its ability to represent soil moisture, turbulent heat fluxes, and surface temperature observations and
compare these to operational analyses from other commonly used land surface models (LSMs). After a
rigorous model evaluation, we quantify how the diurnal cycles of surface energy fluxes vary during the warm
season for the major ecosystems in a regional basin. We find that the diurnal cycle of latent heat flux is more
sensitive to ecosystem type than sensible heat flux due to the response of plant transpiration to variations

in soil water content. Furthermore, the peak timing of precipitation affects the shape and magnitude of the
diurnal cycle of plant transpiration in water-stressed ecosystems, inducing mesoscale heterogeneity in land
surface conditions between the major ecosystems within the basin. Comparisons to other LSMs indicate that
ecosystem differences in the diurnal cycle of turbulent fluxes are underestimated in these products. While
this study shows how land surface heterogeneity affects the simulated diurnal cycle of turbulent fluxes,
additional coupled modeling efforts are needed to identify the potential impacts of these spatial differences
on convective precipitation.

1. Introduction

The North American Monsoon (NAM) system is an important large-scale circulation pattern in the southwest
U.S. and northwest Mexico where it supplies between 40 and 85% of the total annual precipitation [e.g.,
Douglas et al., 1993; Adams and Comrie, 1997; Vivoni et al., 2010]. Although regional climate models (RCMs)
can reproduce some features of the NAM, its overall seasonal cycle, the magnitude, spatial extent, and evolu-
tion of the system are still not predicted accurately [e.g., Liang et al., 2008; Castro et al., 2012; Stensrud, 2013].
On shorter time scales, there is also limited predictability in the timing, location, and intensity of diurnal con-
vection, in particular over mountainous terrains [Gochis et al., 2002; Collier and Zhang, 2006; Gao et al., 20071].
For example, the strong diurnal cycle of clouds and precipitation observed from ground and remote sensing
platforms [Gochis et al., 2007; Nesbitt et al., 2008; Mascaro et al., 2014] are poorly represented in RCMs tailored
to study the NAM system [e.g., Li et al., 2004; Gutzler et al., 2005; Lee et al., 2007, 2008; Yamada et al., 2012].

Despite its importance as a driver of convective precipitation [Betts et al., 1996], the diurnal cycle of turbulent
fluxes, namely, sensible and latent heat fluxes, has not been examined in the NAM system from observations
or RCM simulations [c.f., Gutzler et al., 2009], largely due to the fact that very few observations of such fluxes
exist. Diurnal changes in turbulent fluxes over complex terrain have important implications on boundary
layer development, mountain-valley circulations, and convection [Eltahir, 1998; Sturman et al., 1999;
Whiteman et al., 2000; Feng et al,, 2013]. Observations of these fluxes in the region have been limited to a
small number of sites [e.g., Vivoni et al., 2008a; Pérez-Ruiz et al., 2010; Pierini et al., 2014; Glenn et al., 2015]
and have mostly focused on seasonal variations. For example, Méndez-Barroso et al. [2014] compared mon-
soon season latent heat fluxes in two ecosystems organized along a topographic gradient. The authors found
that vegetation greening varied with elevation and dictated the timing and magnitude of the seasonal eva-
potranspiration pulse. Whether or not there is a link between the diurnal cycle of turbulent fluxes occurring
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on complex terrain and the strong diurnal variations in convective precipitation [Gochis et al., 2007; Nesbitt
et al., 2008] has yet to be established.

To identify if such a link exists requires a coupled land-atmosphere modeling system that represents diurnal
and seasonal variations in land surface processes. The evolution of land surface models (LSMs) from simple
representations [e.g., Manabe, 1969; Sellers et al., 19971 to physically based models with realistic feedbacks
[e.g., Pitman, 2003] offers the prospect of addressing this question. To simulate hydrologic processes over
complex terrain, many efforts have been made to incorporate new physics into LSMs. These include vegeta-
tion impacts on canopy interception, evaporation and transpiration [e.g., Wigmosta et al., 1994], topographic
impacts on soil water drainage and redistribution [e.g., Choi et al., 2013; Beven et al., 1995], and snow pro-
cesses [e.g, Lehning et al., 2006]. However, as a prerequisite of a coupled land-atmosphere modeling study,
the offline performance of a land surface model should be evaluated [Dirmeyer et al., 1999; Mitchell et al.,
2004; Boone et al., 2004]. Prior efforts have mainly focused on model comparisons, such as the African
Monsoon Multidisciplinary Analysis land surface model intercomparison [Boone et al., 2009] that focused
on the West African monsoon. Although useful in providing guidance for evaluating land surface models,
intercomparison studies typically do not directly engage in process diagnostics. For warm season convective
systems over complex terrain, such as those occurring in southwestern North America, a more detailed,
process-oriented approach that diagnoses multiple land surface variables is required.

As a way forward in this respect, the WRF-Hydro modeling system integrates multiple land surface represen-
tations with the mesoscale Weather Research and Forecast (WRF) model [Gochis et al., 2014; Yucel et al., 2015;
Senatore et al., 2015]. A series of enhancements have been made in WRF-Hydro that attempt to improve the
simulation of terrestrial hydrologic processes at high spatial and temporal resolutions, including lateral
redistribution of overland and saturated subsurface flows for runoff prediction. The multiparameterization
Noah (Noah-MP) [Niu et al., 2011] land surface model is available as a column LSM option in WRF-Hydro,
which provides a suite of canopy and surface energy exchange processes to account for the exchanges of
water and energy between the atmosphere and multiple-layer soil columns. Specifically, several time-varying
vegetation options in Noah-MP allow the use of prescribed or dynamic parameters such as vegetation
fraction (VF) and leaf area index (LAl). When combined with the high-resolution routing grid of WRF-Hydro,
capable of redistributing soil moisture and updating information to the Noah-MP coarse LSM grid, we
hypothesize that these enhancements should improve the model’s ability to capture seasonal and finer time
scale variations of land surface properties during the NAM, which, in turn, are expected to significantly influ-
ence the surface energy partitioning at the subdaily time scale [e.g., Vivoni, 2012; Kumar et al., 2014].

In this study, we evaluate the performance of the Noah-MP model embedded within the WRF-Hydro model-
ing system for representing the diurnal cycle of surface energy fluxes during the NAM. The study is organized
in a progression that begins with evaluations at two different scales using a range of available observations to
build model confidence, followed by analyses of the diurnal cycle of surface energy fluxes for cases where
lateral water movements are simulated and a comparison to land surface models where these physical pro-
cesses are captured a coarser resolution. Model evaluation activities are first carried out in reference to
ground-based observations of soil moisture and turbulent fluxes using one-dimensional (1-D) simulations
at measurement sites in the study area. Then, using the calibrated soil parameters from the 1-D cases,
spatially distributed simulations are conducted in a large river basin in the NAM region to capture the spatial
patterns of soil properties, terrain attributes, and seasonally varying vegetation. Simulations from two
monsoon seasons (2004 and 2013) are then compared against remotely sensed estimates of land surface
temperature, evapotranspiration, and surface soil moisture. After assessing the fidelity of the WRF-Hydro
simulations, we then explore the diurnal cycle of surface energy fluxes across a range of different ecosystems.
Lastly, we compare the results to a set of coarser resolution, operational off-line land surface models. To our
knowledge, this is the first study attempting to characterize the fine-scale spatial and temporal variabilities of
the diurnal cycle of surface energy fluxes during the monsoon season through combined use of available
observations and a high-resolution modeling system such as WRF-Hydro.

2. Methods

2.1. Study Region and Its Characteristics

The study region is the Rio Sonora Basin (RSB; 21,264 km? in area) located in northern Sonora, Mexico
(Figure 1a). As part of the Sierra Madre Occidental, a major physiographic region of North America, the
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Figure 1. (a) Location of the Rio Sonora Basin in Sonora, Mexico. (b) Elevation distribution obtained at 90 m resolution from Lehner et al. [2008] and regridded to
100 m resolution for use in WRF-Hydro. (c) Soil texture classification from INEG/ [2007] at 650 m resolution and regridded to 1 km. (d) Land cover classification
from Loveland et al. [2000] at 1 km resolution. The location of 18 regional hydrometeorological stations and one eddy covariance (EC) tower are depicted. The
rectangular box in Figure 1d represents the extent of the 2D-STAR soil moisture data.

north-south oriented watershed is composed of elevations ranging from 192 m to 2308 m (Figure 1b) at 90 m
resolution, as obtained from Lehner et al. [2008] and regridded to 100 m resolution for use in Noah-MP and
WRF-Hydro. Geological processes that gave rise to the mountain and valley systems within the RSB also pro-
duce a complex arrangement of soil properties. Figure 1c depicts the surface soil texture classification from
the Instituto Nacional de Estadistica y Geografia [INEGI, 2007] at 620 m resolution and regridded to 1 km reso-
lution, with the dominant soil classes as sandy loam and sandy clay loam, followed by clay and loamy sand.
The RSB has an arid to semiarid climate (Koppen-Geiger classification varying from hot desert, BWh, to steppe
or semiarid, BSh), with mean annual precipitation from 350 mm to 700 mm [Hallack-Alegria and Watkins,
20071, of which 40 to 70% falls during the summer monsoon from July to September [Vivoni et al., 2008a;
Robles-Morua et al., 2015]. Spatial variations in climatic conditions resulting from latitudinal and elevation
gradients [Mascaro et al., 2015] have led to a wide range of ecosystems (Figure 1d), including shrublands,
grasslands, deciduous broadleaf forests, evergreen needleleaf, and evergreen broadleaf forests, as captured
at 1 km resolution in the land cover classification of Loveland et al. [2000]. Regional vegetation greening dur-
ing the monsoon varies depending on the plant functional type and the ecosystem arrangements along lati-
tudinal and elevation gradients [e.g., Forzieri et al., 2011, 2014].

2.2. Ground Observations and Remote Sensing Products

A network of ground observations was established in the RSB as part of the North American Monsoon
Experiment-Soil Moisture Experiment in 2004 (NAME-SMEX04) [Higgins and Gochis, 2007] and subsequently
expanded upon. Figure 1 depicts the locations of the regional hydrometeorological network, including 18
stations measuring hourly precipitation (P) using a tipping-bucket rain gauge (Texas Electronics, TR525I),
and soil moisture (SM) at 5 cm depth using a soil dielectric sensor (Stevens Hydra Probe). Vivoni et al.
[2007] discuss measurement techniques and the local calibrations performed. In addition, an eddy covariance
(EC) tower was installed with a full suite of meteorological variables and turbulent flux measurements, includ-
ing sensible heat flux (H) and evapotranspiration (ET), as detailed in Méndez-Barroso et al. [2014]. During a
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Table 1. Locations (Latitude, Longitude, and Elevation) and Characteristics (Vegetation and Soil Classes) of the Regional
Hydrometeorological Stations, Including the Calibration and Validation Years Used in the 1-D Noah-MP Simulations
(Summer Precipitation From May to September Reported in Parentheses)?

Station ID  Lat. (deg) Lon.(deg) Elev.(m) Veg.Class Soil Class Cal. Year (Pin mm) Val. Year (P in mm)

130 30.04 —110.67 724 DBF SL 2004 (217) 2013 (287)
131 29.99 —110.67 741 DBF SL - 2013 (356)
132 29.96 —110.52 905 DBF SCL 2004 (249) 2013 (355)
143 30.34 —110.56 960 GR L 2004 (170) -

146 29.97 —110.47 1375 DBF SCL 2004 (315) 2013 (395)
147 29.74 —110.54 724 DBF LS 2004 (278) -

134 30.22 —110.46 1180 DBF SCL - 2004 (271)
137 29.94 —110.26 660 DBF SL - 2004 (300)
138 30.05 —110.27 722 DBF SL - 2004 (293)
139 30.16 —110.29 758 DBF LS - 2004 (292)
140 30.30 —110.26 1017 SH SCL - 2004 (331)
150 30.53 —110.44 1506 SH SL - 2013 (391)
151 30.62 —110.55 1412 SH SCL - 2013 (350)
156 29.92 —110.69 929 SA SCL - 2013 (356)
158 30.12 —110.60 1203 SA SCL - 2013 (463)
161 29.53 —110.11 499 DBF SCL - 2013 (411)
165 29.98 —110.42 858 DBF SCL - 2013 (395)
170 29.96 —110.46 1334 DNF SCL = 2013 (395)

aVegetation classes and their areal percent in RSB are shrubland (SH, 38.16%), deciduous broadleaf forest (DBF,
32.62%), grassland (GR, 12.22%), savanna (SA, 4.16%), and deciduous needleleaf forest (DNF, 4.13%). Soil classes and
their areal percent are sandy loam (SL, 44.67%), sandy clay loam (SCL, 34.30%), loamy sand (LS, 6.32%), and loam
(L, 2.80%). EC tower is labeled with an asterisk. The hyphens indicate the stations that were not used.

field campaign in 2013, the hydrometerological observation network was operated. Table 1 describes the
locations of the regional stations and the EC tower, including their vegetation and soil classes as
determined from the geospatial data used within WRF-Hydro, which generally agree with site-specific
information. The stations span a wide range of geographic locations (Figure 1) and elevations (from ~500
to 1500 m) and represent nearly 90% of the RSB area in terms of the vegetation and soil characteristics.
Precipitation and soil moisture data from the regional stations and the full suite of meteorological
variables and fluxes at the EC towers were subject to various levels of processing and quality-control
procedures discussed in Vivoni et al. [2007, 2008b], Méndez-Barroso et al. [2014], and Mascaro et al. [2015].
To supplement the sparse areal coverage of the ground-based precipitation data in the study region, we
also utilized the daily precipitation records from the Comisién Nacional del Agua (CONAGUA) at 21 sites
located within the RSB (see Table 2 for a description). These stations span a wide elevation range (298 to
1056 m), with a mean of 530 m and a standard deviation of 230 m (Figure 1b).

To characterize land surface conditions, we relied on the Moderate Resolution Imaging Spectroradiometer
(MODIS) sensor and the 2-D Synthetic Aperture Radiometer (2D-STAR) [Ryu et al., 2010; Mascaro and Vivoni,
2012] airborne product. Details of the remote sensing products are described in Table 2. The spatiotemporal
variations of vegetation parameters were obtained from MODIS composites following the methods of Xiang
et al. [2014] that relate the observed fields directly to Noah-MP vegetation parameters. The remote sensing
products were 16 day composites of normalized difference vegetation index (NDVI, MOD13Q1, 250 m spatial
resolution) and 8 day composites of LAl (MOD15A2, 1 km). NDVI and LAl have been shown to represent vege-
tation conditions well in semiarid regions relative to ground data [Privette et al., 2002; Fensholt et al., 2004; Ryu
et al., 2012]. Cloud-free MODIS composites were linearly interpolated to daily values to allow gradual vegeta-
tion changes. Daily MODIS land surface temperature (LST, MOD11A1, and MYD11A1, 1 km [Wan and Dozier,
1996]) and 8 day total evapotranspiration (MOD16, 1 km [Mu et al., 2011]) were used for model evaluations, as
well as aircraft-based soil moisture retrievals from 2D-STAR. Xiang et al. [2014] describe the processing steps
undertaken for the LST products (MOD11AT1). Figure 2 presents the time series of basin-averaged variables
extracted from remotely sensed data over the period 2004-2014. Note the seasonal and interannual
variations in vegetation conditions, as depicted by VF and LAI representing the horizontal and vertical
structures of vegetation, as well as the seasonal variations in LST. Based on the availability of ground and
remote sensing data, we selected the summers of 2004 and 2013 to conduct distributed simulations in the
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Table 2. Data Set Characteristics Classified as Model Output (MO), Remote Sensing Data (RS), or Ground
Observations (GO)?

Source Type Variables Spatial/Temporal Resolution Usage
NLDAS-2 MO P, P, IS,RH, T, w 12km, 1 h Meteorological forcings
CONAGUA GO P Point, daily NLDAS correction
ASU-UNISON GO P Point, hourly NLDAS correction
SM, LST Model calibration and validation

MODIS RS NDVI 250 m, 16 day composite Derivation of vegetation parameters

LAI 1000 m, 8 day composite

LST 1000 m, daily Model validation

ET 1000 m, 8 day total
2D-STAR RS SM 800 m, snapshot Model validation

®The variables are precipitation (P), atmospheric pressure (Pg), incoming solar radiation (IS), relative humidity (RH), air
temperature (T,), wind speed (w), soil moisture (SM), land surface temperature (LST), normalized difference vegetation
index (NDVI), leaf area index (LAl), and evapotranspiration (ET).

RSB (1 May to 30 September), whereas 1-D simulation at individual stations spanned different calibration and
validation periods (Table 1). As shown in Figure 2, the two study periods contain vegetation greening with
similar peak values of VF and LAIl, which makes them suitable for analysis of land surface conditions under
comparable vegetation states. Additional attention was placed on the 2004 season due to the
observational and process studies conducted during NAME-SMEX04.

2.3. Meteorological Forcing Products

Hourly meteorological forcings for the distributed simulations were obtained from the North American Land
Data Assimilation System (NLDAS-2) [Mitchell et al., 2004; Xia et al., 2012] at a resolution of 1/8th degree
(~12 km). The consistent set of high-resolution variables from NLDAS (1979-present) in northern Mexico
(>25°N) is a useful alternative for regional applications, in particular when interpolation of sparse
station observations is not feasible. Nevertheless, NLDAS forcings have been found to underestimate preci-
pitation in mountainous areas [Pan et al., 2003; Robles-Morua et al., 2012], a problem exacerbated in northern
Mexico, where satellite-derived
precipitation estimates are not cor-
rected sufficiently well with ground
observations. This underestimation
can reach up to 250 mm/yr over
high elevation sites in northern
Mexico [Robles-Morua et al., 2012].
Thus, we applied a daily bias cor-

0.5

VF (-)

8 rection following Robles-Morua
25 et al. [2012] using precipitation
= data from the CONAGUA and the
I 2 Arizona State  University and

Universidad de Sonora (ASU-
UNISON) networks (Table 2).

60 ‘ ' : ’ ’ ’ ‘ Depending on data availability,
the number of stations used in

g 40 h L/LPA(- | the bias correction varied, with a
5 . K mean number of 10 stations per
e | day. Bias correction increased

summer precipitation (1 May to 30

0 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 September) in the RSB from 245

Year to 298 mm in 2004 and from
288 mm to 383 mm in 2013. Bias-
corrected NLDAS rainfall provides

Figure 2. Remotely sensed, basin-averaged vegetation fraction (VF), leaf
area index (LAI), and land surface temperature (LST) obtained at 10:30 A.M.
from 2004 to 2014. The shaded areas contain the two simulation periods in the model the best possible spatial
summer 2004 and 2013. Gaps in LST are due to retrieval errors. forcing that is consistent with
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Table 3. Summary of Physics Options in Noah-MP
Physical Processes

Option

References

Canopy stomatal resistance

Soil moisture factor for stomatal resistance, f factor
Runoff and groundwater

Surface layer drag coefficient

Frozen soil permeability

Supercooled liquid water in frozen soil
Two-stream radiation transfer

Snow surface albedo

Partitioning precipitation into rainfall and snow

Ball-Berry scheme

Noah type using soil moisture
Infiltration-excess-based surface runoff scheme with
gravitational free-drainage subsurface runoff scheme

Monin-Obukhov scheme
Defined by soil moisture
Generalized freezing-point depression
Gaps from vegetated fraction
BATS scheme
Complex functional form

Ball et al. [1987], Sellers et al. [1997],
and Niu et al. [2011]
Niu et al. [2011]
Schaake et al. [1996]

Brutsaert [1982]
Niu and Yang [2006]
Niu and Yang [2006]
Niu and Yang [2004]

Yang et al. [1997]
Jordan [1991]

ground observations, when alternatives such as weather radar are not available. In addition, we made linear
adjustments to atmospheric pressure, air temperature, and wind speed in the NLDAS fields based upon the
ground data obtained at the EC tower (station 147) for both summers (1 May to 30 September). Based on a
daily comparison, single linear multipliers of 0.998 and 0.995 are applied to the atmospheric pressure and air
temperature in the NDLAS forcing. To adjust the 10 m height wind speed obtained from NLDAS forcing to the
2 m height assumed for model input, a linear regression is constructed relating wind speed from NLDAS and
the 2 m EC tower observation with a linear multiplier of 0.455. When conducting 1-D simulations at the
regional stations and EC tower, we compared the model outputs obtained using rain gauge data and the
bias-corrected NLDAS pixel values to quantify the biases introduced by utilizing the meteorological forcing
products developed for the RSB.

2.4. WRF-Hydro Modeling System Description

The WRF-Hydro modeling system was set up using multiple grid structures in the RSB such that the Noah-MP
land surface scheme operated at 1 km resolution with a representation of overland and channel routing on a
nested 100 m grid [e.g., Gochis and Chen, 2003; Gochis et al., 2014]. The Noah-MP LSM adopts a four-layer soil
model (10, 30, 60, and 100 cm thickness) for soil infiltration and redistribution. When the routing option is
turned on, a fine resolution grid (100 m) with capability of resolving local topography will further redistribute
terrestrial moisture. Subsequently, surface water head and soil moisture content for each soil layer will be
aggregated and updated in the coarse Noah-MP LSM grid. Through our modeling experiments, we found
that WRF-Hydro can effectively redistribute soil moisture and affect surface energy partitioning, especially
over riparian zones, as compared to Noah-MP. However, its overall effect in arid to semiarid regions is not
as large as anticipated in more humid regions. Penman potential evaporation is used to estimate evaporation
from canopy interception, soil surfaces, and plant transpiration [Mahrt and Pan, 1984; Pan and Mabhrt, 1987].
Physics options adopted in the study are summarized in Table 3. To simulate surface energy fluxes over dif-
ferent land cover types, Noah-MP separates the canopy layer from bare and vegetated ground surfaces,
allowing an explicit computation of energy and water exchanges for each component. Over a grid cell, the
net solar radiation absorbed by canopy and ground surfaces is partitioned into upward longwave radiation
(Ly) and latent (1E), sensible (H), and ground (G) heat fluxes, with each term applied over a vegetated fraction
(VF), consisting of canopy and vegetated ground and the bare soil (1-VF) fraction. In addition, the time varia-
tion of vegetation properties can be accounted for in a number of ways [Rosero et al., 2010]. In this study, we
used a vegetation option that allows for a time-varying VF obtained from MODIS NDVI as well as a monthly
LAI for various vegetation types based on MODIS (Figure 2). The rooting depth associated with a vegetation
class is kept static to match the constant deep rooting profiles of water-limited ecosystems [Collins and Bras,
2007]. Preliminary tests in five different ecosystems revealed that the 1-D simulations were sensitive to the
temporal variation of VF and LAl Prescribing static vegetation parameters with the minimal or maximum
values during the 2004 monsoon season resulted in changes in total ET ranging from —33.8% to 17%, as com-
pared to the simulation with the time-varying vegetation parameters. These outcomes suggested the impor-
tance of capturing the seasonal evolution of vegetation conditions in the model simulations, consistent with
prior efforts by Vivoni [2012].
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Table 4. Soil Parameters Used in 1-D Noah-MP and Distributed WRF-Hydro Simulations

Parameter Variable (Unit) Loamy Sand (LS) Sandy Loam (SL) Loam (L) Sandy Clay Loam (SCL) Clay (C) Bedrock (B)
Percentage of basin area A (%) 6.32 44.67 2.80 34.30 11.77 0.14

B parameter” BB (-) 2.00 0.80 7.00 2.00 11.55 279
Dry soil moisture threshold®  DRYSMC (m>/m°) 0.028 0.047 0.066 0.067 0.138 0.006
Soil thermal diffusivity/ F11 (m) —1.044 —0.569 —0327 —1.491 —2.138 —1.11M

conductivity coefficient

Porosity® MAXSMC (m>/m?) 0421 0434 0439 0404 0468 0.200
Field capacity” REFSMC (m®/m°) 0383 0383 0329 0314 0412 0.170
Saturation soil matric potentialb SATPSI (m) 0.036 0.141 0.355 0.135 0.468 0.069
Saturation soil conductivity® SATDK (m/s) 141x10°° 523x10°°  338x10°° 445x10°° 974%x 107 141x10*
Saturation soil diffusivity® SATDW (m?/s) 514%107° 805x10°°  143x107° 9.90x 107° 112x107° 136x10°%
Wilting point soil moisture® WLTSMC (m>/m°) 0.028 0.047 0.066 0.067 0.138 0.006
Soil quartz contentb QTZ (%) 0.82 0.60 0.40 0.60 0.25 0.07

@Model calibration.
Default soil parameters.

2.5. Model Evaluation With Observations

We conducted simulations for 1-D configurations at regional stations and EC tower and for distributed
domains with interacting grids in the RSB. We labeled the cases at individual sites as 1-D “Noah-MP” simula-
tions and the cases over the entire basin as distributed “WRF-Hydro” simulations. In all cases, the initial soil
moisture on 1 May was set as 0.02 m®/m?, which is close to the residual soil moisture parameter value, given
the prolonged dry conditions prior to the monsoon season, as in Xiang et al. [2014] and Méndez-Barroso et al.
[2014]. As a result, no additional model spin-up was included in the seasonal simulations, though some ana-
lyses were restricted from July to September to focus on the NAM. As shown in Table 1, model calibration and
validation were performed at 18 stations by using the bias-corrected weather variables from the correspond-
ing NLDAS pixel and precipitation data from each station. Time-varying VF and LAl from the overlying MODIS
pixel were also used to parameterize the 1-D simulations. Model calibration focused on varying soil para-
meters within physically reasonable ranges to minimize the root-mean-square error (RMSE) between
observed and simulated SM at five regional stations. Stations represented the four major soil types of the
RSB found in 88% of basin area (sandy loam, sandy clay loam, loam, and loamy sand). For two additional
classes representing 12% of the basin (clay and bedrock), soil parameters were obtained from the default
values in the Noah-MP soil parameter table. Table 4 presents parameter values for each soil class. The only
calibrated soil parameter was the pore size distribution index (B parameter), while the others are kept as
the model default values. Calibrated soil parameters in specific classes were then transferred to stations uti-
lized for model validation and to the distributed simulations in the RSB during 2004 and 2013. As a result, the
distributed simulations based on the bias-corrected NLDAS forcing, including precipitation, can also serve as
a means to validate the default model performance. Differences in model outputs between the 1-D and dis-
tributed simulations at the regional stations might be due either to variations in precipitation (ground obser-
vation or bias-corrected NLDAS) or the effects of lateral surface and subsurface routing on the local
hydrologic dynamics. Additional, independent model validations were performed using spatially distributed
estimates of 1 km ET and cloud-free LST from MODIS (Table 2), as well as aircraft-based soil moisture retrievals
from 2D-STAR for five dates over a limited area shown in Figure 1d. The large spatial extent of these remote
sensing products helps to further evaluate model performance across different soil and land cover classes in
the study region.

2.6. Model Intercomparison With Other Land Surface Models

We also conducted model intercomparisons with a set of coarser resolution LSM outputs from NLDAS-2
[Mitchell et al., 2004], referred to here as NLDAS-Noah [Chen et al., 1996; Ek et al., 2003], NLDAS-Mosaic
[Koster and Suarez, 1992, 1994], and NLDAS-VIC [Liang et al., 1994; Wood et al., 1997]. The Noah and Mosaic
models were both developed in the coupled climate modeling community and focus on simulating fluxes
between the land surface and atmospheric boundary layer [Xia et al., 2012]. In contrast, the VIC model was
initially developed for macroscale hydrologic simulations [e.g., Livneh et al., 2013], with the subdaily energy
balance mode implemented in NLDAS. Each offline LSM provides hydrologic outputs at 1/8th degree
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Figure 3. Comparison of surface soil moisture from calibrated 1-D Noah-MP and distributed WRF-Hydro simulations (aver-
age over 0-10 cm depth) to observations (5 cm depth) at five stations during 2004. Insets show scatterplots of 1-D Noah-MP
and observed soil moisture and 1:1 line. Data gaps are due to missing observations.

(~12 km), hourly resolution over North America (25 to 53°N, 125 to 67°W). NLDAS LSMs have been validated
with various observation networks in the U.S. showing reliable performance in different ecosystems [e.g., Mo
et al., 2011]. Nevertheless, Bohn and Vivoni [2016] discussed several limitations of the NLDAS LSMs in terms of
seasonal and annual ET estimates in Mexico, as compared to ground data and a process-based modeling
effort. These include a lack of ET in irrigated areas for the three NLDAS LSMs and a lack of soil evaporation
process in NLDAS-VIC. To our knowledge, an evaluation of the NLDAS LSMs with respect to the surface energy
fluxes and their diurnal cycle has not been performed during the NAM. As a result, the comparison of the dis-
tributed WRF-Hydro simulations to the NLDAS LSMs will provide insights on the improvements achieved via
the enhanced model resolution and process representation with respect to the estimation of land surface
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states and fluxes. In this intercomparison, another set of WRF-Hydro simulations is conducted using the
original NLDAS forcings to eliminate any possible impact from varying meteorological forcings among
the cases.

3. Results and Discussion

3.1. Model Performance at Regional Stations and EC Tower

As a first step toward evaluating the performance of the WRF-Hydro modeling system, we present com-
parisons between observed (5 cm depth) and simulated (average over 0-10 cm depth) surface soil moist-
ure at five individual stations in Figure 3 during their respective calibration periods (Table 1). A more
detailed model performance assessment in terms of surface soil moisture is shown in Table 5 for all
stations during calibration and validation periods. We utilize the bias (B), Pearson’s correlation coefficient
(CQ), and root-mean-square error (RMSE) to quantify model performance. In addition to illustrating the
performance of the 1-D Noah-MP simulations, we also present the soil moisture time series extracted from
the distributed WRF-Hydro simulation (with the routing option turned on) 1 km output at the station loca-
tions in Figure 3. Both the 1-D Noah-MP and the distributed WRF-Hydro simulations use calibrated soil
parameters. Overall, the 1-D Noah-MP simulations are capable of capturing the observed soil moisture
response to precipitation and the recession behavior during interstorm periods at the five stations
selected to represent different soil and vegetation types. For the five stations used in the model calibra-
tion, the 1-D Noah-MP simulations show a better performance with lower B (0.016 + 0.010 m3/m?3), higher
CC (0.861 + 0.030), and relatively lower RMSE (0.037 + 0.005 m3/m?), as compared to 1-D simulations with
the default soil parameters in the current WRF-Hydro release (not shown, B = 0.092 + 0.039 m3/m?,
CC = 0.746 + 0.090, RMSE = 0.110 + 0.027 m>3/m?>). The improvements in simulating soil moisture are
achieved from calibration of the pore size distribution index (B parameter), which was identified as the
most sensitive parameter. The 1-D model performance is slightly degraded during the validation period,
with B of 0.008 + 0.021 m*/m?, CC of 0.581 + 0.201, and RMSE of 0.057 + 0.014 m*/m>. In comparison,
the distributed 1 km WRF-Hydro simulations, with the routing option turned on (routing) and off
(nonrouting), match the soil moisture observations to a lesser degree. Across all locations, the distributed
WRF-Hydro simulations (routing) exhibited a low B (0.017 + 0.035 and —0.010 % 0.037 m*/m?> for calibra-
tion and validation periods), comparable to the 1-D Noah-MP cases. However, a small increase is observed
in RMSE (0.063 + 0.009 and 0.063 + 0.021 m*/m?) and a lower (higher) CC is obtained for calibration
(validation) periods (i.e., 0.556 = 0.053 and 0.659 % 0.21) as compared to the 1-D Noah-MP cases.
Comparisons between the routing and nonrouting simulations reveal the relatively low impact of surface
and subsurface routing on the soil moisture redistribution across all stations. Since soil and vegetation
classes and parameters are consistent in the 1-D and distributed cases, their differences in simulated soil
moisture are primarily due to the varying precipitation forcings since rain gauge data (bias-corrected
NLDAS) are used in the 1-D (distributed) model runs. For example, seasonal differences of —29, 31, 129,
—19, and 16 mm were found between the precipitation products at the five stations (stations 130, 132,
143, 146, and 147) shown in Figure 3.

We also evaluated the 1-D Noah-MP simulations against turbulent flux measurements at station 147 dur-
ing 2004. Unfortunately, the EC tower at station 147 had no flux data for 2013, thus limiting the possible
comparisons. Figure 4 compares the 1-D Noah-MP simulations with observed latent (1E) and sensible (H)
heat flux measurements in a number of different ways. Time series comparisons of hourly simulations
and observations indicate that the magnitudes of 1E and H are captured well during the period of 23
July to 30 September 2004, in particular the increase (decrease) of latent (sensible) heat flux during rainfall
events (Figures 4a and 4b). Model performance is similar to the results of Vivoni et al. [2010] and Méndez-
Barroso et al. [2014] at station 147 using the tRIBS distributed hydrologic model [Ilvanov et al., 2004].
Scatterplots of the observed and simulated turbulent fluxes shown in Figures 4c and 4d show a high
CC of 0.76 and low RMSE of 62 W/m? for AE but a poorer fit for H, with CC of 0.26 and RMSE of
439 W/m?. For comparison, the metrics with default soil parameters are CC = 0.42 and RMSE = 71 W/m?
for AE and CC = 0.20 and RMSE = 439 W/m? for H. Lower model performance for H is attributed to several
days immediately after storm events where the 1-D Noah-MP simulations overestimate H. If we exclude
these days in July and August (23 July to 15 August), an improved set of metrics is obtained (CC = 0.82
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Table 5. Model Performance Metrics for Surface Soil Moisture (5 cm Depth) From Calibrated 1-D Noah-MP Simulations and Distributed WRF-Hydro Simulations
With the Routing Option Turned On and Off: Bias (B), Correlation Coefficient (CC), and Root-Mean-Square Error (RMSE), Defined in Mascaro et al. [2015]°

Calibration

1-D Noah-MP Distributed WRF-Hydro (Routing) Distributed WRF-Hydro (Nonrouting)
Station B (m3/m°) cC () RMSE (m>/m>) B (m3/m°) cC () RMSE (m>/m>) B (m3/m°) CC () RMSE (m>/m3)
130 0.030 0.831 0.040 0.035 0518 0.058 0.034 0.529 0.053
132 0.023 0.845 0.041 0.044 0.585 0.066 0.042 0.593 0.060
143 0.004 0.891 0.039 ~0.047 0.494 0.078 ~0.049 0493 0.081
146 0.004 0.903 0.029 0.010 0.644 0.052 0.008 0.663 0.049
147 0.020 0.834 0.035 0.043 0.537 0.063 0.042 0.504 0.060
Mean 0016 0.861 0.037 0017 0.556 0.063 0.015 0.557 0.061
SD 0.010 0.030 0.005 0.035 0.053 0.009 0.035 0.064 0.011

Validation

1-D Noah-MP Distributed WRF-Hydro (Routing) Distributed WRF-Hydro (Nonrouting)
Station B (m*/m?) cC(-) RMSE (m*/m”) B (m*/m?) cC(-) RMSE (m*/m?) B (m*/m?) cC(-) RMSE (m*/m?)
130 0.015 0.776 0.047 —0.008 0.870 0.049 —0.006 0.864 0.049
131 0.018 0.691 0.051 ~0.008 0.825 0.047 ~0.007 0.824 0.046
132 0014 0.733 0.047 —0.008 0818 0.048 —0.011 0.836 0.046
134 0.005 0717 0.064 —0.040 0.695 0.073 —0.043 0.696 0.079
137 0.042 0.366 0.085 0017 0314 0.079 0.015 0.329 0.076
138 —0.022 0.013 0.080 —0.041 0.109 0.084 —0.043 0.142 0.085
139 0.043 0.304 0.066 0.074 0.384 0.092 0.070 0.356 0.092
140 —0.041 0416 0.084 —0.066 0476 0.096 ~0.070 0492 0.100
146 0.007 0.594 0.055 —0.032 0628 0.074 0.020 0.693 0.079
147 0.008 0.759 0.044 —0.003 0.734 0.043 —0.001 0.714 0.045
150 0.001 0.604 0.053 —0.063 0.762 0.084 —0.061 0.762 0.082
151 —0.004 0610 0.057 —0.067 0.790 0.088 —0.066 0.771 0.089
156 0013 0.563 0.057 0.003 0622 0.054 0.031 0.679 0.048
158 0.022 0.790 0.045 0.011 0.851 0.032 0.015 0.849 0.034
161 0.010 0.680 0.047 0.021 0.778 0.045 0.022 0.764 0.047
165 —0.002 0.759 0.040 0.011 0.841 0.040 0.011 0.827 0.042
170 0.029 0.500 0.055 0.029 0.696 0.046 0.031 0.679 0.048
Mean 0.008 0.581 0.057 —0.010 0.659 0.063 —0.005 0.663 0.064
SD 0.021 0.201 0014 0.037 0.210 0.021 0.038 0.203 0.021

@Mean and standard deviation (SD) values for all stations are reported.

and RMSE = 105 W/m?). A similar set of comparisons is obtained with the distributed WRF-Hydro
simulations extracted for the station 147 location, with a CC of 0.81 and RMSE of 50 W/m? for AE and
0.28 and 274 W/m? for H (or 0.85 and 61 W/m? when the storm periods are excluded). More
importantly, Figures 4e and 4f present a comparison of the diurnal cycle of turbulent fluxes, shown as
hourly averaged values (symbols) and +1 standard deviations (SDs, shaded regions) over the period
with sufficient data from 5 August to 30 September 2004 (57 days). From these comparisons, it is clear
that the diurnal patterns and magnitudes of the surface energy fluxes are captured well within the 1-D
Noah-MP simulation, with comparable results found for the distributed WRF-Hydro case for the
extracted location when accounting for the higher precipitation input (16 mm in 2004) from the bias-
corrected NLDAS forcing.

3.2. Model Performance for Basin-Averaged Conditions and Spatial Patterns

Having established the model performance for surface soil moisture and turbulent heat fluxes, we assess the
ability of the distributed WRF-Hydro simulations through comparisons with remotely sensed products. Due to
the large spatial extent of the RSB, satellite-based data from MODIS at 1 km resolution offer a reasonable
means for evaluating the distributed model performance. Figure 5 presents a time series comparison of
basin-averaged ET over 8 day intervals and instantaneous (approximately 10:30 A.M. and 10:30 P.M. local time
for MODIS Terra and 1:30 P.M. and 1:30 A.M. for MODIS Aqua) LST during 2004 and 2013. In the 8 day sum of
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Figure 4. Comparison of latent heat (AE) and sensible heat (H) from 1-D Noah-MP simulation and EC tower observations at station 147 during 2004. (a and b) Time
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shown. (e and f) Diurnal cycles of 2F and H, with mean values shown as symbols and shading representing +1 standard deviation (white for observations, dark gray for
1-D Noah-MP, and light gray for WRF-Hydro).
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Figure 5. (top row) Comparison of MODIS ET (8 days) to distributed WRF-Hydro simulations during (a) 2004 and (b) 2013. The solid lines represent basin-averaged
values, and the shaded areas depict +1 spatial standard deviation (dark gray for WRF-Hydro ET and light gray for MODIS ET). Basin-averaged precipitation is
plotted on the inverted y axis. (middle row) WRF-Hydro simulated basin-averaged LST and its (bottom row) difference to MODIS LST at overpass time (ALST,
WRF-Hydro-MODIS) during (c and e) 2004 and (d and f) 2013.
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Table 6. Model Performance Metrics for Distributed WRF-Hydro Simulations as Compared to Cloud-Free MODIS LST and
2D-STAR Soil Moisture Products at Coincident Times®

LST in 2004
Product/Overpass B (°Q) CC(-) RMSE (°C) No.
Terra/day —1.28 0.77 337 29
Terra/night —4.29 0.61 517 24
Aqua/day —241 0.7 422 29
Aqua/night 288 0.65 449 12
Mean —2.72 0.68 4.31 23.50
SD 1.08 0.06 0.64 6.95

LST in 2013
Product/Overpass B (°Q) CC(-) RMSE (°C) No.
Terra/day —-1.75 0.77 3.22 20
Terra/night —5.04 0.57 6.4 13
Aqua/day —3.86 0.61 4.95 15
Aqua/night —3.25 0.57 443 11
Mean —348 0.63 4.75 14.75
SD 1.19 0.08 1.14 334

Soil Moisture in 2004

Date B (m>/m°) CC () RMSE (m3/m?)
7 Aug 0.052 0.047 0.070
8 Aug 0.073 0.085 0.090
24 Aug 0.052 0.034 0.066
25 Aug 0.049 0210 0.072
26 Aug 0.064 —-0.184 0.084
Mean 0.058 0.039 0.076
D 0.009 0.128 0.009

3Statistics of LST products are averaged over all cloud-free days.

ET (Figures 5a and 5b), the spatial average and the +1 spatial SD over the RSB are depicted by symbols and
shaded areas, respectively. For clarity, the WRF-Hydro simulated LST time series is presented in Figures 5c and
5d, while ALST (WRF-Hydro-MODIS) at MODIS overpass times is shown in Figures 5e and 5f. Although the
land cover classifications used in WRF-Hydro and in the MODIS ET products are slightly different (USGS 24
category versus MODIS 21 category), comparisons of the basin-averaged ET indicate that the distributed
WRF-Hydro simulations and MODIS product exhibit negligible values prior to the arrival of monsoon rain
events in July. WRF-Hydro captures the seasonal evolution of ET well, with maximum basin-averaged
values near 20 mm per 8 days (2.5 mm/d), depending on the precipitation distribution and vegetation
response for each season. This comparison is consistent with Bohn and Vivoni [2016], who found that
MODIS 8 day products underestimate ET during the NAM as compared to ground observations and other
model-derived products. Factors that could contribute to the inconsistency between MODIS ET estimates
and ground data include scale differences, uncertainty in the input meteorological data, limitations of the
algorithm in representing biophysical processes, and parameterizations of the underlying MODIS ET
model. The underestimation of MODIS ET product has also been found in other dry ecosystems, with
errors ranging from 2 to 7 mm per 8 days [e.g., Ramoelo et al., 2014; Jovanovic et al., 2012]. As a result, the
distributed WRF-Hydro simulations are considered to adequately represent the basin-averaged ET in the
RSB, thus increasing model confidence from the scale of an individual EC tower (Figure 4) to the more
varied ET conditions in the basin.

In terms of the basin-averaged LST (Figures 5c¢ and 5d), the distributed WRF-Hydro simulation represents
well the seasonal evolution occurring during the NAM characterized by the cooling of the land surface in
response to increased cloud cover and soil water availability, as documented by Xiang et al. [2014]. To
compare the basin-averaged LST between WRF-Hydro simulations and MODIS products, their differences
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Figure 6. Comparison of MODIS LST to distributed WRF-Hydro simulations on 2 June and 23 September for each year (2004 and 2013) at overpass time of 10:30 A.M.
Basin-averaged (mean) and spatial standard deviation (SD) values are shown for each case. (bottom row) The plots present LST difference between WRF-Hydro

and MODIS.

(WRF-Hydro-MODIS) are plotted in Figures 5e and 5f. At most of the overpass times, the WRF-Hydro
simulations have absolute errors lower than 5°C. Quantitative comparisons between MODIS LST and WRF-
Hydro simulations are presented in Table 6 for daytime (10:30 A.M. for Terra and 1:30 P.M. for Aqua) and
nighttime overpasses (10:30 P.M. for Terra and 1:30 A.M. for Aqua) during cloud-free days (number of
days reported in Table 6). WRF-Hydro hourly outputs are linearly interpolated to the MODIS overpass
times, a process that can introduce error in the comparison. The spatial patterns of LST are represented
properly in the distributed WRF-Hydro simulations, with a high CC of 0.68 + 0.06 and 0.63 + 0.08 and a
low RMSE of 4.31 + 0.64°C and 4.75 £ 1.14°C in 2004 and 2013, respectively. The differences in spatial
variability between WRF-Hydro outputs and MODIS LST images are mainly resulted from uncertainties in
model forcings at the MODIS overpass time.

To further explore the spatial comparisons, Figure 6 presents the daytime LST patterns obtained from the
distributed WRF-Hydro simulation at the coincident time of the MODIS Terra daytime overpass for two
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Figure 7. Spatial distribution of the difference (A) in (top) surface soil moisture and (bottom) latent heat flux between WRF-Hydro with routing option turned on and
off (routing minus nonrouting) at noon (12:00 P.M.) on three selected dates after storm events were observed in the basin: 16 June, 1 August, and 6 September 2004.
Basin-averaged (mean) and spatial standard deviation (SD) values of A are shown for each case.

dates (2 June and 23 September) of each summer period, along with their differences (WRF-Hydro-MODIS).
These two dates are selected to represent premonsoon and monsoon condition, while avoiding cloudy
weather conditions. From June to September, basin-averaged LST decreases in a similar fashion in WRF-
Hydro (—12.10°C and —11.36°C) as compared to MODIS (—11.96°C and —9.75°C) for 2004 and 2013,
respectively. In addition, a similar increase is noted in the spatial variability of LST as captured by the
spatial SD (+1.89°C and +1.53°C in 2004; +2.70°C and +2.78°C in 2013) in the distributed WRF-Hydro
simulations and MODIS product. An excellent correspondence is observed between simulated and
remotely sensed images (both at 1 km resolution) with spatial means of the difference maps lower than
0.25°C and standard deviations lower than 2°C. The ability of the distributed WRF-Hydro simulations to
represent cooler conditions at higher elevations and the warmer surfaces in coastal plains in the southern
part of the RSB are noteworthy. While only four overpasses are presented with maps, all the cloud-free
images are used to derive statistics reported in Table 6.

The impact of the surface and subsurface routing scheme carried out on a nested 100 m grid is presented in
Figure 7 through difference maps from two distributed WRF-Hydro simulations (routing minus nonrouting).
The difference maps show the surface soil moisture (in m*/m?) and latent heat flux (A€ in W/m?) at noontime
for three selected dates in 2004 after the occurrence of storm events in the RSB. As expected, WRF-Hydro with
the fine-resolution routing on redistributes soil moisture and affects the spatial distribution of latent heat flux,
especially in the riparian or floodplain zone near the basin outlet. However, it should be noted that the
magnitudes of these differences are relatively small (i.e, 0.01 to 0.04 m*/m>) and last only for short periods
of time (i.e., 2 to 3 days) after individual storm events [Vivoni et al., 2007]. Given the relatively minor impact
of the fine-resolution routing on the distributed WRF-Hydro simulations in the RSB (as reported in Table 5 and
Figure 7), the influence of lateral soil moisture redistribution on the spatial patterns of the surface energy
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Figure 8. Diurnal cycles of basin-averaged precipitation (P), surface energy fluxes (R, ZE, H, and G), and LST from May to
September (hourly values in local time for each day) in 2004 and 2013. Precipitation is from bias-corrected NLDAS (gray
colors depict P = 0), while other variables are from distributed WRF-Hydro simulations (colors depict magnitude of variable).

fluxes is considered to be small, and subsequent analyses are focused on the distributed WRF-Hydro
simulations without routing.

As a final measure of the spatial performance of the WRF-Hydro simulations, Table 6 includes a quantitative
comparison to the soil moisture retrievals from the 2D-STAR sensor available for 5 days in 2004. Figure 1d
depicts the maximum spatial extent of the 2D-STAR images at 800 m resolution, though gaps in coverage
exist depending on the retrieval algorithm [Ryu et al., 2010]. Mascaro et al. [2015] compared the 2D-STAR
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product to the same set of regional
stations during the summer of
2004, finding relatively poor per-

Elevation Contour 3 3
formance (B = —0.011 m°/m~ and

800 m CC = —0.181) in terms of surface
——800m soil moisture. Given the uncer-
—— 1100 m tainty in the 2D-STAR product, the
——— 1400 m relatively poor comparisons with
Ecosystem distributed WRF-Hydro simulgtio?

(B = 0.058 = 0.009 m’/m’,

° SH-L CC = 0039 + 0.129, RMSE =
DBF 0.076 + 0.009 m®/m?) are not unex-

e SH-H pected and in line with those of the
e ENF effort reported by Mascaro et al.
e GR [2015] with tRIBS. Considering that

the 2D-STAR product covers 24%

Figure 9. Spatial distribution of five major ecosystems with elevation con- of the RSB, it is suitable to assess

tours: shrubland lower than 800 m (SH-L, 23.4% of A), deciduous broadleaf the model spatial performance
forest from 500 to 1000 m (DBF, 24.2% of A), shrubland higher than 800 m with respect to soil moisture,
(SH-H, 21% of A), evergreen needleleaf forest higher than 1300 m (ENF, 4.2% despite the limitations of the
of A), and grassland higher than 1300 m (GR, 1% of A). retrieval. In addition, the simula-
tion correspondence to soil moist-
ure observations at a number of
regional stations suggests that the spatial patterns are more adequately captured than what is indicated
by the comparison to the 2D-STAR product. Although uncertainties in MODIS ET and 2D-STAR soil moisture
inhibit further model evaluation, the distributed performance of WRF-Hydro has been more thoroughly cor-
roborated with respect to readily available, and reasonably confident, LST observations. Over arid to semiarid
regions, LST is strongly related to soil moisture availability, which controls the spatial distribution and diurnal

cycle of ET, and other surface energy fluxes, as explored next.

3.3. Diurnal Cycle of Surface Energy Fluxes Across Different Ecosystems

To provide context on the diurnal cycle of the surface energy fluxes, we first explore the seasonal evolution of
basin-averaged conditions in Figure 8 with respect to precipitation (P), net radiation (R,), latent heat flux (1F),
sensible heat flux (H), ground heat flux (G), and land surface temperature (LST). As in prior analyses, basin-
averaged conditions are based on aggregations of the distributed WRF-Hydro simulations at 1 km resolution
in the RSB. Hourly variations are shown from 1 May to 30 September during 2004 and 2013. Observed pre-
cipitation events in the bias-corrected NLDAS forcing exhibit preferential occurrences ranging from the late
afternoon to nighttime, consistent with prior studies in the region [e.g., Gebremichael et al., 2007; Gochis et al.,
2007; Mascaro et al., 2014]. Interesting features of the North American monsoon are apparent in the diurnal
cycle of precipitation in Figure 8, including intensity variations that have been shown to be related to the
occurrence of gulf surges and mesoscale convective complexes [e.g., Schiffer and Nesbitt, 2012; Seastrand
et al.,, 2015]. Moreover, the monsoon onset in early July leads to a dramatic shift in the diurnal shape and over-
all magnitude of surface energy fluxes, with an observed reduction (increase) in R,, and H (AE and G). Méndez-
Barroso and Vivoni [2010] documented similar trends at the EC tower (station 147) based on observed surface
fluxes during 2004. The increase in G after monsoon onset is mainly resulted from the changes in thermal
properties under wet conditions. Of importance is that a reduced amount of available energy (R,-G) after
the monsoon onset is partitioned into a higher fraction of latent heat as opposed to sensible heat flux, which
leads to a cooling of the land surface (i.e,, a significant reduction in LST). As expected, the diurnal cycle of the
turbulent fluxes is strongly controlled by net radiation, with modulations occurring for days with precipitation
events, including higher AE in early mornings and afternoons and lower nighttime LST values, when soil
moisture is present within the RSB.

To further analyze the diurnal cycles, we identify five ecosystems occurring in different elevation bands in
Figure 9. These ecosystems occupy 73.8% of the total area (A) of RSB and occur in contiguous subregions,
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Figure 10. Time-averaged diurnal cycles of precipitation (P) and surface
energy fluxes (R, AE, H, and G) from distributed WRF-Hydro simulations
averaged within each ecosystem (SH-L, DBF, SH-H, ENF, and GR) for rainy and
nonrainy days from July to September in 2004 and 2013. The numbers of
rainy days for the five ecosystems are 40, 46, 41, 46, and 40, while the num-
bers of nonrainy days are 52, 46, 51, 46, and 52. A day is defined as 00:00 to
23:59 local time.

with SH-L present shrubland at low
elevations (<800 m) to the south
and east; deciduous broadleaf for-
est (DBF) found at midelevations
(500 to 1000 m) in the central and
western areas; shrubland at eleva-
tions higher than 800 m (SH-H) in
the north and west; and evergreen
needleleaf forest (ENF) and grass-
land (GR) occupying the highest
elevations (>1300 m) in mountain
areas. The plant rooting depths of
SH-L, SH-L, and GR are 1 m, while
DBF and ENF have rooting depths
of 2 m. Based on this classification,
Figure 10 presents the diurnal
cycle of precipitation (P) and sur-
face energy fluxes (R,, 1E, H, and
G) for each ecosystem, averaged
during July to September (JAS) for
both years. To isolate the impact
of soil moisture conditions, the dis-
tributed WRF-Hydro simulations
were categorized into rainy and
nonrainy (or wet and dry) days
using a mean areal precipitation
threshold of 5 mm/d as a proxy
for soil wetness. A rainy day was
determined if the threshold was
exceeded on the day prior to
the analysis given that 5 mm/d is
an ecologically effective rainfall
amount, above which desert eco-
systems will generally exhibit
responses to rainfall [Ogle and
Reynolds, 2004]. This threshold is
applied to the five ecosystems on
a daily basis. The mean diurnal
cycles of P for each ecosystem are
presented in Figure 10a, which
shows higher rainfall rates in high-
elevation ecosystems (SH-H, ENR,
and GR). Classifying the surface
energy fluxes using the major eco-

systems and daily wetness conditions highlights a few interesting features. For instance, the mean diurnal
cycle of R, and G are not substantially different among ecosystems, despite variations in elevation and vege-
tation properties, with the exception of lower R, for grasslands. More interesting are the higher R, and G
observed during rainy days, which behave similarly to the observations in Eltahir [1998] and are analyzed
locally by Méndez-Barroso and Vivoni [2010]. Essentially, wet soil moisture conditions along with increased
vegetation greenness reduce surface albedo, leading to a higher R,. During rainy days in JAS, the land surface
receives a higher amount of available energy (R,-G) of nearly 116 W/m? as compared to nonrainy days, with
negligible differences between ecosystems. Nevertheless, the available energy is partitioned into turbulent
fluxes in varying ways depending strongly on local vegetation and elevation. Among the five ecosystems,
DBF exhibits the highest AE, while SH-L has the largest peak value of H, indicating that the magnitude and
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15 () ] timing of diurnal turbulent fluxes
can vary for ecosystems in close
proximity. Given the relatively high
precipitation amount over DBF, the
impact of low soil water stress on
0r 1 transpiration through stomatal
control is the main responsible

P, (hr)

" b) ’ ; ’ ; ; ‘ factor for its high AE, even though

14 - . DBF can also uptake deeper root

= 13| ++ + % % | zone soil moisture. The effects of
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= 13l + % % ] Figure 11 compares the timing of
0_9 the diurnal peak of P, AE, and LST
ool _ for the different ecosystems and
wetness conditions. For compari-

11 : : . . : son, results for the entire basin are

SH-L  DBF  SH-H ENF GR Basin-Averaged also plotted. While the mean diur-

Figure 11. Time of peak (TP) of P, AE, and LST within each ecosystem (SH-L, nal peak of precipitation (TPp) falls

DBF, SH-H, ENF, and GR) and over the entire basin (basin-averaged) for after midnight (symbols), the large
rainy and nonrainy days from July to September in 2004 and 2013. standard deviations (vertical bars)
Average (symbols) and standard deviation (vertical bars) values are shown indicate that this is due to sam-

for each case. . .
pling a wide range of occurrences

(Figure 8). Small differences in pre-
cipitation timing are apparent between lower elevation ecosystems (SH-L and DBF, see Figure 9 for reference)
and higher elevation sites (SH-H, ENF, and GR), in a fashion consistent with observations [Gochis et al., 2007;
Nesbitt et al., 2008]. As noted previously, the mean time of diurnal peak of latent heat flux (TP,g) shows varia-
bility among ecosystems and a high sensitivity to rainfall events, though standard deviations are less than 2 h.
TP, occurs earlier for shrublands (SH-L and SH-H) than other ecosystems under nonrainy conditions. For SH-
L, SH-H, DBF, and GR, TP, generally occurs later in time under rainy conditions than for nonrainy conditions.
We diagnosed these effects by inspecting the peak diurnal timing of soil evaporation (TPg) and plant tran-
spiration (TPy). We found that TP had low sensitivity to ecosystem type or wetness conditions, whereas
TPt occurred much earlier for shrublands. This suggests the distributed WRF-Hydro simulations (due to the
underlying physics in Noah-MP) reasonably capture ecosystem differences in the physiological controls on
AE that are related to stomatal resistance and water stress, as noted in observational studies [e.g., Goldstein
et al., 2000; Wilson et al., 2003]. This difference between ecosystems is mainly due to the soil moisture factor
controlling stomatal resistance (5 factor) in Noah-MP, which represents interactions between soil water stress
and terrestrial ecosystem dynamics. Furthermore, the variation of the diurnal cycles of surface energy fluxes
among ecosystems induces small changes in TP sy, with slightly earlier peaks occurring during nonrainy
periods and for higher elevation sites (SH-H, ENF, and GR).

3.4. Spatial Distribution of Diurnal Signatures of Precipitation and Evapotranspiration

The spatial signatures of the diurnal cycle of precipitation and surface energy fluxes are useful tools to under-
stand the influence of terrain, soil, and vegetation features captured in the distributed WRF-Hydro simula-
tions. For reference, Figure 12 presents the spatial distribution of the total precipitation (P), number of
rainy days, and the mean diurnal peak timing of precipitation (TPp) for JAS periods in 2004 and 2013, which
are derived from the bias-corrected NLDAS forcings. Precipitation totals reflect a longitudinal variation that is
related to the higher elevations in eastern areas, as noted by Gochis et al. [2007], and are due to an increase in
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2004 2013

the number of rainy days during
each period. TPp varies consider-
ably in space and between the
2 years. Nevertheless, the spatial
pattern of TPp follows the concep-
tual model of Nesbitt et al. [2008]
in that mountain ranges tend to
show a precipitation peak near

Total P
(mm)

200 midnight, while lower valleys exhi-

bit TPp occurring after midnight.

No. of Rainy This pattern is indicative of the for-
Day:o mation, upscale organization, and

movement of mesoscale convec-
tive complexes from mountain
regions toward lower elevation

20 areas. Based on the prior discus-
sion, we would expect that the
0 spatial variations of P and TPp influ-
ence the diurnal cycle of evapo-

TP, transpiration to some extent.

p
(hr) The spatial patterns of the mean

diurnal peak timing of latent heat
flux (TP,g), plant transpiration
(TP7), and soil evaporation (TPg),
along with the mean peak values,
are presented in Figure 13 for rainy
and nonrainy days in JAS during
2004 and 2013. Regions occupied

by DBF and ENF that receive com-
Figure 12. Spatial distribution of (top) total P (mm), (middle) number of rainy paratively abundant rainfall exhibit
days, and (bottom) time of peak P (h) averaged for all rainy days from July to
September in 2004 and 2013.

the highest peak values of ZE, con-
sistent with the mean diurnal
cycles of each ecosystem shown in
Figure 10. These areas are clearly isolated in the spatial distributions by exhibiting peak AE of 200 W/m? (dark
red) and peak T ranging from 0.3 to 0.5 mm/h (yellow to red) for both rainy and nonrainy days. This pattern
supports that findings by Méndez-Barroso and Vivoni [2010] and Méndez-Barroso et al. [2014] that intermedi-
ate to high elevation ecosystems are the primary ET sources in the region, mainly due to the large rainfall
amount and their high transpiration in response to water availability. In comparison, peak E is relatively
low and associated with soil properties, with higher peak E in clay valley soils. In contrast to P, the distribu-
tions of vegetation and soil properties play a smaller role on the peak timing of evapotranspiration and its
components, in particular for nonrainy days. When the prior day had sufficient precipitation, TP, is modified
substantially, with delayed peak occurrences in the RSB attributed to TPt since TPg is insensitive to wetness.
Close inspection of TPy reveals that rainy days have a delayed diurnal cycle in shrublands (SH-L and SH-H),
which are under higher water stress than DBF and ENF areas. Furthermore, the spatial pattern of TPt during
rainy days bears resemblance to the peak timing of precipitation (TPp) for each year. This suggests that the
diurnal cycle of precipitation is critical for delaying the diurnal peak of plant transpiration in ecosystems that
are released from water stress. As a result of this evidence, we find that nighttime storms increase available
soil water in water-stressed ecosystems, thus allowing for a higher and more sustained ET during the subse-
quent day and accelerating the return of moisture to the atmosphere.

3.5. Comparison of Surface Energy Fluxes in Other Land Surface Models

We compared the extent to which one-dimensional NLDAS LSMs capture the spatiotemporal dynamics of the
diurnal cycle of surface energy fluxes obtained in the distributed WRF-Hydro simulations. Comparisons of
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Figure 13. Spatial distribution of the time of peak (TP) and peak value of A, T, and E for rainy and nonrainy days from July
to September in 2004 and 2013.

the seasonal evolution of the diurnal cycle of AE revealed that all NLDAS LSMs capture the transition during
the monsoon onset (not shown). NLDAS-Mosaic and NLDAS-Noah exhibit earlier diurnal peak times, and
NLDAS-VIC had a weaker diurnal cycle with lower ET rate (not shown). The relative importance of
deciduous (DBF) and shrubland (SH-L and SH-H) ecosystems captured in WRF-Hydro in terms of the peak
AE is also preserved in the NLDAS LSMs that have similar land cover classifications. However, the
seasonal ratio of ET/P exhibits important differences among the simulations (Table 7). Note that the
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Table 7. Basin-Averaged Fluxes From Distributed WRF-Hydro (Original and Bias-Corrected NLDAS Forcing), NLDAS-Noah,
NLDAS-Mosaic, and NLDAS-VIC Simulations for 2004 and 2013

Distributed WRF-Hydro

Original NLDAS Corrected NLDAS NLDAS-Noah NLDAS-Mosaic NLDAS-VIC
Fluxes (Unit) 2004 2013 2004 2013 2004 2013 2004 2013 2004 2013
P (mm) 245 298 288 383 263 311 263 311 263 311
ET (mm) 211 230 213 232 223 233 235 252 208 210
T (mm) 94 106 89 99 100 110 70 920 131 133
E (mm) 104 109 112 117 89 92 119 121 0 0
I (mm) 12 15 1 16 34 32 39 37 39 42

3Variables (in mm) are precipitation (P), evapotranspiration (ET), transpiration (), soil evaporation (E), and canopy
evaporation (/).

WRF-Hydro simulations have consistently lower ET/P (74% in 2004 and 61% in 2013) after bias correction of
the NLDAS precipitation. Furthermore, the NLDAS LSMs have large differences in ET partitioning, with an
average T/ET of 46% (NLDAS-Noah), 33% (NLDAS-Mosaic), and 63% (NLDAS-VIC), as compared to the
average T/ET of 42% in the bias-corrected WRF-Hydro and the average T/ET of 45% in the original
WRF-Hydro. This is consistent with Bohn and Vivoni [2016], who found significant differences among the
NLDAS LSMs in terms of ET/P and T/ET and attributed these to underlying physical process
representations. As expected, the closer correspondence between WRF-Hydro and NLDAS-Noah is
primarily due to sharing a partially similar set of physical processes. This result is encouraging for the
WRF-Hydro simulations since Xia et al. [2015] showed that NLDAS-Noah compared well with a large
number of ET observations in the coterminous U.S.

The comparison between the distributed WRF-Hydro simulations and the NLDAS LSMs, all driven by the
original NLDAS forcings, is presented in Figure 14 through an analysis of the ecosystem differences in the
diurnal cycle of surface energy fluxes between the major ecosystems. We selected the peak diurnal values
of latent heat flux (AE) and the plant transpiration and soil evaporation components, expressed in terms of
heat flux (AE; and AEg in W/m?), as comparison metrics. Mean differences (color bars and symbols) and stan-

dard deviations (vertical bars) are

shown between three sets of ecosys-

-~ 200 ' ‘ — tems, namely, DBF, SH-H, and SH-L,
§ a6 | shown to have substantial variations
E N L ‘L in diurnal fluctuations and to occur
: 0 - J in close proximity. '.I'he. comparison
< 400 . reveals that the distributed WRF-
T 200 i I " (b) Hydro simulations depict large spa-
2 100] 1 tial differences in peak AE values
u’ between deciduous and shrubland
E ecosystems, which are not captured
< 199 , } : in the NLDAS LSMs and that these
T (c) are primarily attributed to distinct
= 50 7 . .

Em . i‘ I I [L diurnal magnitudes of plant tran-
y ow ? bl il J spiration. The large differences
8 -sof 1 between WRF-Hydro and NLDAS
< -100

LSMs are partially due to their differ-
ent spatial resolution (1 km versus
| NI WRF-Hydro [l NLDAS-Noah I NLDAS-Mosaic [l NLDAS-VIC| 12 km). The enhanced model physics
(e.g., vegetation parameterization
and soil moisture factor controlling

DBF - SH-L DBF - SH-H SH-L - SH-H

Figure 14. Differences (A) in (a) peak AE (latent heat flux), (b) 1E7 (plant
transpiration), and (c) AEg (soil evaporation) between ecosystems (DBF . .
minus SH-L, DBF minus SH-H, and SH-L minus SH-H) for WRF-Hydro and stomatal resistance) in WRF-Hydro
NLDAS LSMs. Ecosystem-averaged (color bars) and standard deviation also contribute to the large spatial
(vertical bars) values are obtained from July to September in 2004 and 2013.  heterogeneity. Specifically, a detailed
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comparison of vegetation parameters used in WRF-Hydro and NLDAS LSMs revealed that rooting depth and
stomatal resistance to be the main contributors of their differences: (1) a larger plant rooting depth in
WRF-Hydro (2 m for DBF and 1 m for SH-L and SH-H) allows greater access to stored moisture than NLDAS
LSMs (1.25 m for DBF and 0.58-0.65 m for SH-L and SH-H) and a larger difference among ecosystems and
(2) a lower (dynamic) stomatal resistance in WRF-Hydro (minimum values of 100 s/m for DBF and 300 s/m
for SH-L and SH-H) as compared to a static values in NLDAS LSMs that are very similar among ecosystems
(175 s/m for DBF and 175-178.9 s/m for SH-L and SH-H). In contrast, spatial differences of peak 1Eg between
the three ecosystems (Figure 14c) are consistent among WRF-Hydro, NLDAS-Noah, and NLDAS-Mosaic, indi-
cating that these two LSMs represent well the spatial variability in soil evaporation between deciduous and
shrubland ecosystems. Since the differences between SH-H and SH-L are small in all cases, the main driver of
spatial variability is the distinction between deciduous broadleaf forests with abundant precipitation and
shrublands that tend to be under greater water stress. The larger ecosystem differences in 1 (~135 W/m?)
in WRF-Hydro, as compared to the NLDAS LSMs (average of ~28 W/m?), are an indication that the higher reso-
lution and site-specific application of the distributed WRF-Hydro simulations lead to stronger spatial contrasts
in ET that have a significant potential to impact simulated atmospheric conditions during the NAM and also
have implications on the local recycling of precipitation [e.g., Dominguez et al., 2008]. The impacts of these
differences on fully coupled, high-resolution atmospheric simulations are the subject of ongoing research.

4. Summary and Conclusions

Despite the importance of land surfaces as the lower boundary condition of atmospheric dynamics, few stu-
dies of the North American monsoon have directly quantified the diurnal cycle of surface energy fluxes or
their link to precipitation [cf., Gutzler et al., 2009]. The large degree of spatial heterogeneity of land surface
conditions in the southwest U.S. and northwest Mexico presents a challenge for the observation and model-
ing of surface energy fluxes [Bohn and Vivoni, 2016]. As a result, identifying the dynamic nature of the cou-
pling between the diurnal cycles of turbulent fluxes and the diurnal variations in precipitation has yet to
be addressed using a coupled land-atmosphere modeling system. In this study, we take an important step
toward addressing this question by evaluating the performance of the WRF-Hydro modeling system with
the Noah-MP LSM in its ability to simulate the diurnal cycle of turbulent fluxes in regions of complex terrain
with seasonally varying vegetation. Model evaluation activities are conducted for one-dimensional and dis-
tributed simulations in reference to multiple ground-based and remotely sensed observations as well as a
set of coarser resolution land surface models from NLDAS. After assessing 1-D model performance against
observations, we present a series of analyses of remotely sensed observations and a spatially distributed
implementation of WRF-Hydro that are intended to identify the spatial and temporal variabilities of the diur-
nal cycle of surface energy fluxes and their potential link to precipitation patterns. Results from the study
reveal the following main conclusions:

1. Using calibrated soil hydraulic parameters, WRF-Hydro is able to reproduce the observed soil moisture
and turbulent fluxes during calibration and validation periods as evaluated at individual sites.
Discrepancies between the 1-D and distributed simulations were primarily attributed to the differences
in precipitation forcing between local rain gauges and bias-corrected NLDAS fields. Comparisons of the
spatial patterns produced by WRF-Hydro with remotely sensed observations of ET, LST, and SM show rea-
sonable model performance in the ability to simulate the diurnal cycle of land surface states and fluxes
during the North American monsoon.

2. Based on this model performance, the simulated diurnal cycle of turbulent fluxes is found to vary in space
and time as a function of the seasonal evolution of the NAM, ecosystem type, and presence of soil water
indicated through a classification into rainy and nonrainy days. The diurnal cycle of latent heat flux is more
sensitive than sensible heat flux in its spatiotemporal variability, exhibiting clear patterns across the major
ecosystems and for different wetness states. The sensitivity of the diurnal cycle of latent heat flux is
associated primarily to the variations of plant transpiration in response to soil water content through its
control on stomatal resistance.

3. The diurnal cycle of precipitation has an imprint on the diurnal cycle of latent heat flux through the sen-
sitivity of plant transpiration. For rainy days in water-stressed ecosystems, the peak timing of precipitation
affects the shape and magnitude of the diurnal cycle of plant transpiration, typically leading to a more
robust ET response that is sustained for longer periods of the day. This delay in the diurnal peak of
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plant transpiration is attributed to a release of midday stomatal closure that is typically required in water-
stressed ecosystems and ultimately implies an accelerated return of soil water back to the atmosphere as
evapotranspiration.

4. Within the distributed simulations, plant transpiration is responsible for large spatial contrasts in the diur-
nal cycle of the turbulent fluxes, which induce mesoscale heterogeneity in land surface conditions. WRF-
Hydro demonstrates reasonable fidelity in depicting landscape-scale variations in surface energy fluxes
that are generated by spatial variability of terrain, soil, and vegetation conditions. Spatiotemporal com-
parisons to the diurnal cycle simulated by three NLDAS LSMs indicate that this spatial feature as well as
the overall shapes and magnitudes for specific ecosystems are not reproduced well in the coarser
resolution models, indicating potential limitations in their representation of mesoscale circulations and
convective precipitation.

While our comparisons show that the distributed WRF-Hydro simulations could reasonably reproduce many
of the observed spatial patterns obtained from remote-sensing products, we could not clearly isolate which
of the different process representations (e.g., vegetation dynamics, differing plant transpiration functions,
differing soil class calibrations, or the impact of plant rooting depth) contributed the most sensitivity to
the patterns produced by the modeling system. We identified through comparisons of distributed WRF-
Hydro (with routing on or off) and 1-D Noah-MP that topographic redistribution affects the spatial patterns
of soil water content and energy partitioning, in particular for riparian zones, but the impacts are smaller than
anticipated in more humid areas, consistent with the observations of Vivoni et al. [2007] across an elevation
transect. In order to diagnose the role of individual vegetation processes or parameters contributing to the
simulated patterns, additional sensitivity experiments would be fruitful. Such a process-level diagnosis of
the approach also requires further coordinated observational-modeling investigations in the region, possibly
through an intercomparison between spatially distributed modeling systems [e.g., Kollet and Maxwell, 2008;
Mascaro et al., 2015].

To our knowledge, this is the first study to characterize the spatiotemporal variability of the diurnal cycle of
surface energy fluxes and its relation with the diurnal cycle of precipitation during the North American mon-
soon. This work was made possible by advances in the high-resolution simulation of regional land surface
processes in the WRF-Hydro modeling system and other land surface models that can account for topo-
graphic variability and seasonal vegetation dynamics. Furthermore, WRF-Hydro provides the ability to con-
duct regional to continental scale studies efficiently and opens the avenue for coupled (online) simulations
that can represent the two-way feedback between the land surface and the atmosphere [e.g., Senatore
et al., 2015]. In addition, the biophysical processes represented in Noah-MP, for example, the effect of soil
water on the diurnal cycle of plant transpiration through stomatal closure, provide a means to bridge the
gap between local ecosystem processes and interactions between vegetation, terrain, and atmospheric con-
ditions at the regional scale. As a result, it is possible to study the impacts of the mesoscale organization and
heterogeneity of surface turbulent fluxes on atmospheric boundary layer dynamics. Fruitful avenues of study
include determining if these new representations of diurnal cycle of turbulent fluxes can further alter back-
ground atmospheric circulations such as mountain-valley circulations and convective precipitation through
the use of coupled simulations.
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